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Abstract 

Assessing the severity levels of faults in rotating machines is a critical endeavour within the 

industry, owing to the challenging nature of the noisy working environment and the subtle fault 

characteristics present in the acquired signals. In this study, a new feature extraction method 

named multi-scale attention entropy (MSAE), which is a combination of the attention entropy 

(AttnEn) and the multi-scale entropy (MSE) to extract more discriminative features from the 

signals, is introduced and investigated. A comparison between the MSAE and randomly se-

lected feature vectors built from a set of 32 statistically and probabilistically features, with the 

same length, is made to show the performance and ability of the MSAE method. The compar-

ison also includes consideration of the feature vector extracted from the multi-scale sample 

entropy (MSSE), which is the earliest version of the MSE. Subsequently, all ten feature vectors 

are input into a support vector machine (SVM) classifier for fault diagnosis and estimation of 

fault severities. Finally, the performance of the methods is compared for two scenarios, fault 

diagnosis (FD) and fault diagnosis and severity estimation (FD&SE), on two challengeable 

datasets. The first dataset, the Case Western Reserve University bearing (CWRU) dataset, is a 

bearing fault dataset, while the second one, the Korea Advanced Institute of Science and Tech-

nology (KAIST) dataset, is a rotor-bearing fault dataset. After twenty iterations, the MSAE-

SVM model achieved an average FD accuracy of "99.58%±0.57%" for the CWRU dataset and 

"93.05%±0.66%" for the KAIST dataset. In addition, the FD&SE accuracy of the MSAE-SVM 

model for CWRU and KAIST datasets were 98.64% ± 0.68% and 95.75% ± 0.71%, re-

spectively. According to the accuracy tolerance of the feature vectors results from the MSAE-
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SVM, which is lower than those of other feature vectors, the presented model is more robust 

in testing accuracy. The presented model is also free of prior knowledge classification and 

presents much higher mean accuracy among other models used for comparison. 

Keywords: Fault diagnosis; Severity estimation; Multi-Scale entropy; Attention entropy.  

1. Introduction 

In the contemporary era, rotating machines are prevalent in various industries, ranging from 

expansive power plants to modest workshops. Considering safety, it is important to note that no ro-

tating machine in the industry can be deemed fully healthy because of potential faults arising after 

the manufacturing or assembly. Also, considering its environment and working conditions, some 

faults may appear in the rotating machine after working for a while. It is arduous and also necessary 

to accurately diagnose the weak characteristics of faults during the early stages because it reduces 

maintenance costs and prevents secondary faults from appearing. Hence, the industry places great 

importance on fault diagnosis and accurately estimating the severity of the faults.  

The fault diagnosis and severity estimation procedure primarily depend on the extracted and 

selected features. The features must be discriminative, which separates the faulty signals with various 

severities from each other. Traditionally, researchers used time-domain features such as root mean 

square (RMS), skewness, kurtosis, mean value, and standard deviation (STD) for feature extraction 

and selection in fault diagnosis of rotating machines [1]–[3]. However, the entropy-based features, 

which demonstrate the complexity and irregularities of vibrational signals successfully, have been 

studied in recent years. Entropy was first introduced in 1948 by Shannon and called Shannon entropy 

[4]. By examining the probability distribution of its states, Shannon entropy provides an estimate of 

the complexity of a system. After that, developed versions of Shannon entropy and other entropies 

are presented to reach more discriminative features of non-linear and non-stationary signals. One of 

the challenging problems of the various types of entropies is that they are almost parameter-dependent 

and time-consuming for long time series. To deal with these problems, Yang et al. [5] proposed a 

novel entropy in 2020, referred to as attention entropy (AttnEn). Traditional entropy measures focus 

on the frequency distribution of all observations in a time series, whereas the AttnEn analyzes the 

frequency distribution of intervals between key observations. This approach provides faster compu-

tation and improved performance. In addition, the AttnEn remains robust regardless of the time series 

length. In addition, all the entropies indicate the irregularity and complexity of signals from a single 

time scale, and it limits their further application. To have a feature vector from a signal, one can use 

multi-scale entropies (MSE). Costa et al. [6] employed MSE to thoroughly analyze the temporal sig-

nal complexity across various scales, effectively addressing the challenge of a single entropy in fully 

capturing the characteristics of faults. The MSE and entropies can be combined to have a better fea-

ture vector and more accurate fault diagnosis [7], [8]. 

In this study, the application and effectiveness of a feature extractor, combining the MSE and 

the AttnEn, called multi-scale attention entropy (MSAE) in fault diagnosis and severity estimation of 

rotating machines is investigated. The raw time series are divided into 2048-point signals and the 

MSAE of them is calculated. Therefore, according to the optimal scale numbers of the MSAE, which 

have been obtained considering both the time-consuming and the effectiveness of the MSAE on the 

two datasets, a feature vector is achieved. Eight feature vectors, including some features from a set 

of 32 commonly used statistical and probabilistically features, are randomly selected for comparison. 

The number of features selected from a set of 32 features, must be the same as the length of the feature 

vector results from the MSAE to have a fair comparison. The reason for using such feature vectors is 

to show that the MSAE is a feature extractor without the need for prior knowledge. In addition, a 
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comparison is carried out between the MSAE and multi-scale sample entropy (MSSE), as the first 

type of MSE to show the superiorities of the MSAE feature extractor.  Finally, the performance of 

the MSAE feature vector is compared using a support vector machine (SVM) classifier with other 

feature vectors for two scenarios, fault diagnosis (FD) and fault diagnosis and severity estimation 

(FD&SE), on two challenging datasets. The first dataset is the Case Western Reserve University 

bearing (CWRU) dataset, which is a bearing fault dataset. The second dataset is the Korea Advanced 

Institute of Science and Technology (KAIST) dataset, which is a rotor-bearing fault dataset. 

The paper is constructed as in the second section, the AttnEn, MSE, and then MSAE calculation 

procedures are fundamentally described. In section 3, the implementation results of the MSAE and 

other nine feature vectors on two datasets and under two scenarios are presented and compared. Fi-

nally, in the fourth section, the results obtained in the previous section are discussed and concluded 

and the most important activeness of this study are highlighted. 

2. Methodology 

2.1 Attention Entropy (AttnEn) 

The attention entropy has some fundamental differences from other entropies, which make it a pa-

rameter-free and effective method [5]. Considering 𝑋 = {𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛} = 𝑥𝑖 , where 1 < 𝑖 < 𝑁, 

as the original time-series are supposed to calculate the attention entropy of it. It has some extreme 

points (local minima and local maxima) called key points. This kind of entropy uses the entropy of 

the probability of time-series as Shannon entropy but pays attention to the key points. One can define 

a local maxima series (𝑃) with a length of 𝑚 and a local minima series (𝑄) with a length of 𝑛, as: 

𝑃 = {𝑝1, 𝑝2, … , 𝑝𝑚} 

𝑄 = {𝑞1, 𝑞2, … , 𝑞𝑟} 

(1a) 

(1b) 

where subscripts 𝑚 and 𝑟 are the number of local maxima and local minima points, respectively. 

Then, four types of sub-series (𝐼) can be defined as intervals between local maxima to local maxima 

points 𝐼𝑚𝑎𝑥
𝑚𝑎𝑥, local maxima to local minima points 𝐼𝑚𝑎𝑥

𝑚𝑖𝑛 , local minima to local maxima points 𝐼𝑚𝑖𝑛
𝑚𝑎𝑥, 

and local minima to local minima points 𝐼𝑚𝑖𝑛
𝑚𝑖𝑛, respectively. The sub-series can be defined using the 

extreme points defined in Eq. (1a) and Eq. (1b) as follows: 

𝐼𝑚𝑎𝑥
𝑚𝑎𝑥 = {𝑥𝑝1−𝑝2

, 𝑥𝑝2−𝑝3
, … , 𝑥𝑝𝑚−1−𝑝𝑚

} 

𝐼𝑚𝑎𝑥
𝑚𝑖𝑛 = {𝑥𝑝1−𝑞1

, 𝑥𝑝2−𝑞2
, … , 𝑥𝑝𝑚−𝑞𝑟

} 

𝐼𝑚𝑎𝑥
𝑚𝑖𝑛 = {𝑥𝑞1−𝑝2

, 𝑥𝑞2−𝑝3
, … , 𝑥𝑞𝑟−𝑝𝑚

} 

𝐼𝑚𝑖𝑛
𝑚𝑖𝑛 = {𝑥𝑞1−𝑞2

, 𝑥𝑞2−𝑞3
, … , 𝑥𝑞𝑟−1−𝑞𝑟

} 

(2a) 

(2b) 

(2c) 

(2d) 

It is assumed that 𝑝1 > 𝑞1. However, it is possible that 𝑥𝑝1−𝑞1
, 𝑥𝑞1−𝑝1

, 𝑥𝑝𝑚−𝑞𝑟
, or 𝑥𝑞𝑟−𝑝𝑚

 may be 

empty for different time series if the first peak in amplitude is local minima, local maxima, 𝑞1 < 𝑝1, 

or 𝑝1 < 𝑞1, respectively.  

Using these four sub-series, the probability of each element appearing in the set based on the number 

of appearances is calculated named 𝑓 = {𝑓𝑚𝑎𝑥
𝑚𝑎𝑥, 𝑓𝑚𝑎𝑥

𝑚𝑖𝑛, 𝑓𝑚𝑖𝑛
𝑚𝑎𝑥, 𝑓𝑚𝑖𝑛

𝑚𝑖𝑛}. Next, the Shannon entropy, 𝐻(𝑓), 

is calculated using Eq. (3) for each interval.  

𝐻(𝑓) = − ∑ 𝑓𝑖 log2(𝑓𝑖)

i

 (3) 

Finally, the average of four calculated entropies is called attention entropy. An example of the AttnEn 

implementation is illustrated in Figure 1. 
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𝐴𝑡𝑡𝑛𝐸𝑛 =
𝐻𝑚𝑎𝑥

𝑚𝑎𝑥 + 𝐻𝑚𝑎𝑥
𝑚𝑖𝑛 +  𝐻𝑚𝑖𝑛

𝑚𝑎𝑥 + 𝐻𝑚𝑖𝑛
𝑚𝑖𝑛

4
 (4) 

 

Figure 1. An example of the calculation procedure of the AttnEn for a time series [5]. 

2.2 Multi-scale attention entropy (MSAE) 

The multi-scale entropy (MSE) analysis is a technique to evaluate the complexity and regularity of a 

signal at multiple time scales [6]. It provides insights into the dynamic temporal fluctuations of the 

information encoded in a signal and offers additional useful information that the conventional single-

value entropy measure fails to capture. The MSE analysis iterates over two steps for each specified 

scale factor 𝜏: signal graining and entropy calculation. The signal graining procedure for each scale 

defines different strategies to consider sub-time series with different resolutions. It is noteworthy that 

by increasing the scale factor, the resolution of the signal is decreased.  

The first step of the conventional MSE analysis is to segment the signal into non-overlapping-grained 

sequences for different temporal scales. A traditional graining method for MSE is the coarse-graining 

method. Given a signal 𝑥𝑖 = {𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛}, 𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑁, the coarse-grained signal for 

scale factor 𝜏 (𝜏 ∈ 𝑁), denoted as 𝑥𝑔,𝑗
𝜏  and can be calculated by averaging all the data points within 

the 𝑗-th graining window, as shown in Eq. (5). The subscript 𝑐𝑔, shows that the signal is coarse-

grained, the subscript 𝑗 is a counter for data point in the grained signal, and the superscript 𝜏 shows 

the grained signal’s time scale. 

𝑥𝑐𝑔,𝑗
𝜏 =

1

𝜏
∑ 𝑥𝑖

𝑗𝜏

𝑖=(𝑗−1)𝜏+1

,        1 ≤ 𝑗 ≤
𝑁

𝜏
  (5) 

In coarse-graining, the averaging window method size is fixed and does not account for variations in 

local data characteristics. This can be a limitation if the data has non-uniform distributions or trends. 

One can use the modified-graining method instead of the coarse-graining method as follows: 

𝑥𝑚𝑔,𝑗
𝜏 =

1

𝜏
∑ 𝑥𝑗−𝑘

𝜏−1

𝑘=0

,        1 ≤ 𝑗 ≤ 𝑁 − 𝜏 + 1  (6) 

where subscript 𝑚𝑔 refers to the modified-graining method.  

It can be obvious from comparing Eq. (5) and Eq. (6) that the length of the grained signal obtained 

from the modified-graining method is longer compared to the coarse-graining method, but still re-

duces compared to the original. The length of the signal in the coarse- and the modified-graining 

methods by increasing time scales from 𝜏 = 1, 2, 3, 4, … is 𝑁,
𝑁

2
,

𝑁

3
,

𝑁

4
, … and 𝑁, 𝑁 − 1, 𝑁 − 2, 𝑁 −

3, …, respectively. Therefore, the modified-graining method offers a more gradual reduction in signal 
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length and potentially better handling of edge effects due to the sliding window approach. This can 

be beneficial for capturing local variations and consequently, can be more compatible with attention 

entropy. 

Another difference between the two graining methods is the contributions of each data point of the 

main signal in the grained sub-signals. Consider 𝑥𝑖 = {𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛}, 𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑁, imple-

menting the coarse-graining method: 

𝑥𝑐𝑔
𝜏 = {

𝑥1 + 𝑥2 + 𝑥3

3
,
𝑥4 + 𝑥5 + 𝑥6

3
, … ,

𝑥𝑁−2 + 𝑥𝑁−1 + 𝑥𝑁

3
} (7) 

But for the modified graining method: 

𝑥𝑚𝑔
𝜏 = {

𝑥1

3
,
𝑥2 + 𝑥1

3
,
𝑥3 + 𝑥2 + 𝑥1

3
,
𝑥4 + 𝑥3 + 𝑥2

3
… ,

𝑥𝑁 + 𝑥𝑁−1 + 𝑥𝑁−2

3
} (8) 

This method can adapt to various data structures and trends since it averages points in a sliding win-

dow manner, allowing for potentially better handling of local variations.  

The second step of the MSAE analysis is to calculate the entropy of the modified-grained signal 𝑥𝑚𝑔,𝑗
𝜏  

for each scale factor 𝜏. Different types of entropy measures can be used in this step. In this study, one 

of the newest entropies, attention entropy (AttnEn), presented in the previous sub-section, is used 

because it is a parameter-free entropy. 

3. Results 

In this section, the effectiveness of the feature vector obtained from the MSAE is compared to 

feature vectors built from the traditional features on two datasets in two scenarios. The MSAE imple-

mentation to a signal results in a 𝜏𝑜𝑝𝑡-length feature vector. To have a fair comparison, a 𝜏𝑜𝑝𝑡-length 

feature vector built using the MSSE is considered to compare two multi-scale entropies. Also, eight 

sets of 𝜏𝑜𝑝𝑡-length feature vectors are selected randomly from the 32-features list in Table 1. 

In this study, two different datasets are used. The first dataset is the Case Western Reserve 

University bearing (CWRU) dataset. Vibration signals were collected at 12 kHz or 48 kHz for normal 

bearings and damaged bearings with single-point defects under four different motor loads from a test 

rig shown in Figure 2 (a). Within each working condition, single-point faults were introduced with 

fault diameters of 0.007, 0.014, and 0.021 inches on the rolling element, the inner ring, and the outer 

ring, respectively. In this paper, we used the data collected from the drive end, and the sampling 

frequency was equivalent to 12 kHz with no load condition.  The second dataset is a more challenging 

dataset, collected from a rotor-gearbox-bearing test rig in the Korea Advanced Institute of Science 

and Technology (KAIST), as shown in Figure 2 (b). This dataset was collected using four accelerom-

eters, two thermocouples, three CT sensors, an acoustic microphone, and one tachometer. Also, the 

main dataset was obtained under different loads and in various parts with or without constant rotating 

speeds. Three levels of severity for four faults, including shaft unbalance, shaft misalignment, bearing 

inner ring fault, and bearing outer ring fault are considered in this dataset. However, in our study, we 

use only vibration signals, collected by four ceramic shear ICP-based accelerometers (PCB352C34) 

in no load condition and 3010 rpm constant rotating speed. These accelerometers are mounted on x- 

and y-directions of two-bearing housings based on ISO 10816-1:1995. 

It can be seen in Figure 2 that two datasets were acquired from two different test rigs. It leads 

to different signal distributions and different patterns behind the signals in the two datasets. One of 

them is only a bearing test rig but another is a rotor-bearing test rig. It is true that in both datasets, 

there are bearing faults but they are different. In the rotor-bearing systems, a weak fault in another 

part of the system can have effects on the signals acquired for bearing faults, while in the bearing 

system, it is only the bearing and faults related to it. 
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Table 1. A set of 32 statistically and probabilistically features. 

 Feature Name  Feature Name  Feature Name  Feature Name 

1 Mean 9 Skewness  17 Signal range 25 Zero-crossing 

2 Min 10 Kurtosis 18 Waveform length 26 Peak intensity 

3 Max 11 Absolute Skewness 19 Slope sign change 27 Signal slope mean 

4 Min-max 12 Absolute Kurtosis 20 Impulse factor 28 Mean frequency 

5 Standard deviation 13 Mean absolute deviation 21 Clearance factor 29 Max frequency 

6 Mean square 14 Inter-quartile range 22 Shape factor 30 Median frequency 

7 Root mean square 15 Auto-correlation 23 Margin factor 31 Energy 

8 Variance  16 Crest factor 24 Peak to peak value 32 Log sum 

 

 

 
(a) (b) 

Figure 2. The test rig layouts of the (a) CWRU dataset [9], and (b) the KAIST dataset [10]. 

 

Two scenarios are considered in this study. In the first scenario, named fault diagnosis (FD) 

scenario, the fault severity is not considered and in the second scenario, named fault diagnosis and 

severity estimation (FD&SE) scenario, the fault severity is considered. The labels used in the CWRU 

and KAIST datasets, and also the number of classes for two scenarios are mentioned in Table 2. 

 

Table 2. The labels used for the CWRU and the KAIST datasets in the FD and the FD&SE scenarios. 

Row 
CWRU dataset KAIST dataset 

State FD FD&SE State FD FD&SE 

1 Normal 0 0 Mild misalignment fault 0 0 

2 Mild inner ring fault 1 1 Moderate misalignment fault 0 1 

3 Moderate inner ring fault 1 2 Severe misalignment fault 0 2 

4 Severe inner ring fault 1 3 Mild outer ring fault 1 3 

5 Mild ball fault 2 4 Moderate outer ring fault 1 4 

6 Moderate ball fault 2 5 Severe outer ring fault 1 5 

7 Severe ball fault 2 6 Mild inner ring fault 2 6 

8 Mild outer ring fault 3 7 Moderate inner ring fault 2 7 

9 Moderate outer ring fault 3 8 Severe inner ring fault 2 8 

10 Severe outer ring fault 3 9 Normal 3 9 

 

To obtain the optimal time scale of the MSAE, the test accuracy of the SVM classifier using 

feature vectors obtained, using different time scales, are investigated on the CWRU and KAIST da-

tasets and only in the FD&SE scenario. For CWRU dataset, the accuracy is increased by increasing 
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the time scale from 2 to 4, then, the accuracy remained constant and computational costs increased 

for more time scales (Table 3). Therefore, the optimal time scale, 𝜏𝑜𝑝𝑡, is four, and all of the feature 

vectors must have a length of four. For the KAIST dataset, the same procedure is done. However, the 

time it takes to obtain an accuracy of about 99%, is 738.93 seconds only for preprocessing of the data, 

which is very high compared to the time-consumption of the MSAE on the similar time scale on the 

CWRU dataset. The results are presented in Table 4. 

To obtain the accuracy of the presented feature extractor based on the MSAE and compare it 

with the other ten feature extractors, a comprehensive study is conducted. First, the CWRU and 

KAIST dataset’s signals are divided into 2048 data-points signals, without any overlapping. Then, 

using the optimal time scales of the MSAE, ten defined 4-length, and 8-length feature vectors are 

computed for every signal in CWRU and KAIST datasets, respectively. Next, the features are entered 

into an SVM classifier to diagnose the faults or further estimate the fault severities in two defined 

scenarios. This procedure is repeated twenty times and the obtained test accuracies, averages, and 

quartiles are computed. This is done to obtain the feature extractor performance. When the maximum 

and minimum accuracy of one model during twenty iterations is close to each other, the model pre-

sents more robust performance. Also, when the mean of accuracies is high the model is more accurate. 

The results are illustrated as a box plot diagram in Figure 3 and Figure 4, for FD and FD&SE scenar-

ios, respectively. 

 

Table 3. Comparing test accuracies and time of data pre-processing of the CWRU dataset in the FD&SE sce-

nario using MSAE feature extractor. 

Number of scales Test Accuracy Times (s) 

32 98.52% 95.56 

16 98.56% 51.38 

8 98.43% 26.69 

4 98.43% 14.91 

3 89.92% 10.06 

2 71.27% 8.53 

 

Table 4. Comparing test accuracies and time of data pre-processing of the KAIST dataset in the FD&SE sce-

nario using MSAE feature extractor. 

Number of scales Test Accuracy Times (s) 

32 99.01% 738.93 

16 98.43% 372.71 

8 95.89% 188.89 

4 87.81% 114.73 

3 82.25% 75.55 

2 65.02% 52.64 

 

It can be observed that the accuracy of diagnosing the faults is almost larger than estimating 

their severities as expected. Also, the overall accuracies obtained for the KAIST dataset are lower 

than those obtained for the CWRU dataset. This is because the KAIST dataset is more challenging. 

The tolerance of accuracies for 20 iterations, shows the robustness of the MSAE features. For in-

stance, the tolerance for the first feature vector in Figure 3 (a) is 5.17% but for the MSAE feature 

vector, it is only 0.57%. This tolerance in two scenarios and for both datasets is less than 0.75%. 

Another important result obtained from seeing the box plots is that the MSAE features provide 

the most efficient feature set for both scenarios and in both datasets. However, some of the eight 

random feature vectors can achieve similar accuracies as MSAE, better or worse accuracies. It is 

worth noting that it is dependent on the selection of the features from the 32 features in Table 1, and 
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this selection is very dependent on the prior knowledge of the user from the system and the environ-

mental conditions, while the MSAE does not require any prior knowledge. 

 

  
(a) (b) 

Figure 3. The box plot of the FD scenario tests accuracy for the ten different feature vectors using (a) the 

CWRU dataset and (b) the KAIST dataset. 

 

  
(a) (b) 

Figure 4. The box plot of the FD&SE scenario tests accuracy for the ten different feature vectors using (a) 

the CWRU dataset and (b) the KAIST dataset. 

 

It is worthy to illustrate the AttnEn values for different time scales in two scenarios. As can be 

seen in Figure 5, using the trends of changes in AttnEn values for different scales can be more useful 

than using just the original signal entropy values. It is more obvious for the FD&SE scenario, where 

the classes are more and the AttnEn values of different classes are very close to those of other classes 
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but the trends are different. In addition, the trends of changes in AttnEn for the CWRU dataset are 

different from those for the KAIST dataset. This is due to the differences between the two datasets, 

which were discussed in the previous sections. 

 

  
(a) (b) 

  
(c) (d) 

Figure 5. The value of AttnEn for different scales in (a) the FD scenario on the CWRU dataset, (b) the 

FD&SE scenario on the CWRU dataset, (c) the FD scenario on the KAIST dataset, and (a) the FD&SE sce-

nario on the KAIST dataset. 

4. Conclusions 

In this study, a new framework was introduced and used for fault diagnosis and fault severity 

estimation of rotating machines. This framework was made of a robust and free-of-prior-knowledge 

feature extraction method named MSAE, which is a combination of AttnEn and MSE methods, and 

an SVM classifier. To investigate the efficiency and performance of this novel framework, the CWRU 

and the KAIST datasets were used in two scenarios. In the first scenario, the fault diagnosis of rotating 

machines, and in the second, the severity levels of each fault were considered, respectively. To have 

a fair comparison, the MSAE method was compared with the earliest version of multi-scale entropies 

named MSSE beside eight feature vectors built randomly from a set of 32 time-domain well-known 

statistically and/or probabilistically features. This comparison was based on the test accuracy and was 

repeated 20 times. According to the time scales of the MSAE and MSSE methods, the feature vectors 

resulting from them were varied in length. Therefore, the optimal time scale for the MSAE method 

was obtained differently for the CWRU and KAIST datasets. Briefly, the important results are listed 

below: 
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 The fault diagnosis accuracy of the MSAE-SVM model for CWRU and KAIST datasets 

were 99.58% ± 0.57% and 93.05% ± 0.66%, respectively. These results were supe-

rior to all of the other models in this study except for the first random feature vector and 

KAIST dataset. 

 The fault diagnosis and severity estimation accuracy of the MSAE-SVM model for 

CWRU and KAIST datasets were 98.64% ± 0.68% and 97.75% ± 0.71%, respec-

tively. These results were superior to all of the other models. 

 The fluctuation of the averaged testing accuracies is very significant for the eight ran-

dom feature vectors made up of a set of 32 features. This is because the procedure of 

selecting the best traditional feature vectors, is very dependent on having prior 

knowledge of the problem and the inherent physics of the datasets. 

 The tolerance of the accuracies corresponding to the feature vectors, randomly selected 

from a set of 32 time-domain features, is much wider than that of the MSAE feature 

vector. For example, in the FD&SE scenario and on the CWRU dataset, the tolerance 

of the 4th feature vector is 6.54% while it is only 0.68% for the MSAE feature vec-

tor.  Therefore, the MSAE feature vectors present more robust testing accuracies. 

 The AttnEn values in different time scales and for various classes showed an interesting 

trend. One can conclude that using only one AttnEn scale may result in a misunder-

standing of the pattern behind the classes and consequently a disappointing classifica-

tion while using multi-scales simultaneously results in a better classification.  
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